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Data

Data

is for serious business

Data

is at the center of most things.

Data

is at the center of everything

Computer Systems

How is it used?

Where does it come from?




Computer Systems

Computer Systems

Applications

Sources

Applications
Sources
7
Bit Nibble Byte Megabyte Gigabyte
(Ve byte) (% byte) (1 byte) (1,024 kilobytes) (1,024 megabytes)

8
=i
g
|
=

1/8 of a letter 172 of a letter 1letter 1book 1600 books

Terabyte Petabyte GG Exabyte

(1,024 gigabytes) (1,024 terrabytes)

g
| EEE
EE | & B
EE EEE
1,600,000 books 160,000,000 books

2.5 quintillion bytes of data are created daily,

produced by everything from photos uploaded to
social media websites, to weather balloons, to the
Curiosity rover currently exploring Mars. oo

(1,024 petabytes)

equivalent toabout

3000 times

the entire content
of the Library of
Congress.
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BiggerThan Big Data

THE PAST

Digital storage grew annually by

significant rate with mobile devices accounting for much of this data

Some experts have estimated that 90%0 of all of the data the world
today was produced within the last two years

between 1986 and 2007.

How did we get here?

Data was Manual
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Data was Expensive
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Data is Cheap
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Data is Automated

Physical devices
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Data is Automated

Physical devices

Software logs
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Data is Ubiquitous

Physical devices
Software logs
Phones

Data is Ubiquitous

Physical devices
Software logs
Phones
GPS/Cars




Data is Everywhere

Physical devices
Software logs
Phones
GPS/Cars
Internet of Things

Data is Temporal

Computer Systems

Applications

Sources
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Health

Data Science Applications

Health SR

flu

Interest over time

https ://www.google.or g/lutrends.
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Data Science Applications

Health

Thank you for stopping by.

Google Flu Trends and Google Dengue Trends are no
longer publishing current estimates of Flu and Dengue
fever based on search patterns. The historic estimates
produced by Google Flu Trends and Google Dengue
Trends are available below. It is still early days for

bogle.org/flutrends




What are we doing with data?

Health

Politics
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What are we doing with data?

Health ammzeLECTION
Inside the Secret World of the

Politics Data Crunchers Who Helped
Obama Win

Data-driven decisionmaking played a huge role in creating
a second term for the 44th President and will be one of the
more closely studied elements of the 2012 cycle

MAYDAY.US -
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Join the movement
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What are we doing with data?

Health Triumph of the Nerds: Nate Silver
Wins in 50 States

Politics

What are we doing with data?

The Equality of Opportunity Project

How can we improve economic opportunities for our children?
We use big data to identify new pathways to upward mobility.
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What are we doing with data?

Health "The short-term, dopamine
driven feedback loops
Politics that we have created are

. . destroying how society works."
Investigative |q

Society - Chamath Palihapitiya
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What are we doing with data?

Epidemiological modeling of online social network dynamics
John Cannarella’, Joshua A. Spechler’:*
1 D of ical and A

Princeton University, Princeton,
NJ, USA
« E-mail: Corresponding spechler@princeton.edu

Abstract

The last decade has seen the rise of immense online social networks (OSNs) such as MySpace and

ook. In this paper we use epidemiological models to explain user adoption and abandonment, of
OSNs, where adoption is analogous to infection and abandonment is analogous to recovery. We modify the
traditional SIR model of disease spread by incorporating infectious recovery dynamics such that contact
between a recovered and infected member of the population is required for recovery. The proposed
infectious recovery SIR model (irSIR model) is validated using publicly available Google search query
data for ace” as a case study of an OSN that has exhibited both adoption and abandonment
phases. The irSIR model is then applied t query data for “Facebook,” which is just beginning
to show the onset of an abandonment phase. Extrapolating the best fit model into the future predicts a
rapid decline in Facebook activity in the next few years.

Extrapolating the best fit model into the future predicts
a rapid decline in Facebook activity in the next few years
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In keeping with the scientific principle
"correlation equals causation,” ... Princeton
may be in danger of disappearing entirely.
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even more concerned about the fate of the planet —
Google Trends for “air” have also been declining steadily,
... by the year 2060 there will be no air left:

Compare searchterms v

air

Search term

Interest over time
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Autogenerated —record every...

Mouse click

Car drive
Adimpression
Webpage visit
Billing transaction
Network message
Error

Video stream

Then there’s the Q50, a smart watch for children.
Marketed as a way to help parents easily
communicate with and keep track of their kids,
bugs in the watch would allow hackers to “intercept
all communications, remotely listen to ' child’s
surroundings and spoof the child’s location,”
according to a report by Topl0VPN, a consu
research company this month.

And the BB-8 droid, which was released with “The

T act Tedi” thic mnanth alen had an incnr\uv‘n\’
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Applications

Sources

User generated
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Health/Bioinformatics

I Baseline information ]
Cost of genome sequencing compared with
Moore’s law for computers
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DATA EXPLOSION

The amount of genetic sequencing data stored
at the European Bioinformatics Institute takes
less than a year to double in size.
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Data Volume Over Time

Single
Node

2005

Hadoop

MapReduce
Paper

2006
2007

Note: Post-2013 figures are predicted. S
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Big Data Systems Over Time

Post-Hadoop/Spark

MongoDB I
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Post-Spark: ML Systems?

TFX: Google’s TensorFlow ML Platform

( Integrated Frontend for Job

Monitoring, Debugging, Data/Model/Evaluation Visualization )

Shared Configuration Framework and Job Orchestration

Data
i ingestion

Focus of this paper |

Tuner

]
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Data Data Trai Model Evaluation
Transformation | | Validation rainer and Validation

ion, Data Access Controls

W\ Pipeline Storage

X

TFX

Data Problems

Note: Post-2013 fi ted, Source: UNECE =
Post-Spark: ML Systems?
Lines of code in google’s ML system
Machine
Resource. Monitoring
Configuration || Data Collection . Menagement Serving
- Infrastructure
Feature
Extraction 4 MﬁnA:::::ﬁls Tools
Figure 1: Only a small fraction of real-world ML systems is composed of the ML code, as shown
by the small black box in the middle. The required surrounding infrastructure is vast and complex.
ML Training
Hidden technical debt in machine learning systems 52
Post-Spark: ML Systems?
Massive data management to support ML
Many data problems
collection, cleaning, merging validation, analysis,
monitoring processing, finding, versioning sharing
54




Course Goal

Understand fundamental principles behind large-
scale data science systems

Data Processing Techniques for “big” data

Experience with modern data science tools (Spark)

DATA

EDATA j EDATA j EDATA j

Node Node Node

Node Node Node
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Fundamental Issues

Applies to any multi-node system

Data Processing Issues

How to lay out, index, structure datato answer
queries quickly, correctly

Spark/Application Issues

How to use modern distributed computing system?

Big Data Systems in the Wild

Spark

Google Cloudflow
Azure Cloud
AWS/Redshift
Tensorflow

Cloudera

Course Structure Overview

Three key modules and focts areas:

|. Data modding and visualizaton (Wu)
*Various datamodels and storage
*Graph processingand big-dat visualization
2. Storage at Sale (Geambasu)
*Challenges and coretechniques for scalability and fault tolerance
*Distributed transactionson sharded databases
*Replication architectures and protocols
*Design and implementation of Spanner, Google's geo-distributed, transactional store
3. Processing atSale (Sahu)
+Batch processing with Map Reduceand higher level programming construct
*Real-time responsiveanalytics with Sparkand Spark Streams

Designing Machine Learming Systems with Big Data

66

Course Administrative Details

Course materials
|. Primarily lecturenotes. Additional referencereadings will be provided as needed
based on thelecturetopics including research papers.
All course related submissions will be done using courseworks.
Important deadines and communications will be done using Gourseworks
Announcemert.
3-4 TAs will be available to assist in the course We will amounce their contact
emails.
Good programming kadcground in one of the larglages Pythonjava

w4121 github.io
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Grading and Project

Grading

1. 60% Homework

2. 30% Tests/Quizzes

3. 10% Participation (ask/answer questions)

Optional Project
1. 0-40% Extra credit (does not affect curve)

A+s
1. Hand selected by instructors for exceptional work

68

Logistics

Register with piazza
We will not answer direct emails

Collaboration Policy

Read Syllabus on course site for allowed conduct

CS Dept academic honesty policies
http://www.cs.columbia.edu/education/honesty

We will not tolerate any cheating
Cheating = Failing grade
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Module |: Data Modeling Topics

Data models
Data cleaning
Data wrangling, Entity Resolution, Explnation
Large scale analytics
Visualizations and scaling them

How does data get into a DBMS?

Entity resolution

Data extraction

Missing data

Extract . hes XXX

Transform text matches , then...
Thousands of rules

Load

72

How does data get into a DBMS?

Entity resolution
Data extraction
Missing data

Extract

Trndern veriLon

12
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Medicaid’s Data Gets an Internet-Era Makeover

00 -

By STEVE LOHR
JANUARY 9, 2017

Jini Kim’s relationship with Medicaid is business and personal.

Her San Francisco start-up, Nuna, while working with the federal government, has
built a cloud-computing database of the nation’s 74 million Medicaid patients and
their treatment.

Medicaid, which provides health care to low-income people, is administered state
by state. Extracting, cleaning and curating the information from so many disparate
and dated computer systems was an extraordinary achievement, health and
technology specialists say. This new collection of data could inform the coming
debate on Medicaid spending.

Andrew M. Slavitt, acting director of the Centers for Medicare and Medicaid
Services, described the cloud database as “near historic.” Largely because Medicaid
information resides in so many state-level computing silos, Mr. Slavitt explained,
“we've never had a systemwide view across the program.”
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How does data get into a DBMS?

Interactive
data cleaning

How does data get into a DBMS?

Text - data records
Building sensor IDs — no consistency, arbitrary
BLDA1C600A_ART
BLDCIC2 T™MR

Automated Metadata Construction To Support Portable
Building Applications

Arka Bhattacharya, David Culler Dezhi Hong, Kamin
ter

Electrical Engineering and Computer Sciences, UC Berkeley Whitehouse
arka,culler@eecs berkeley.edu University of Virginia
dhsgm,whitehouse@virginia.edu
Jorge Ortiz Eugene Wy
IBM Research Computer Science, Columbia
jfortiz@us.ibm.com versi
ewu@cs.columbia.edu

ABSTRACT active topic for emerging systems, it has long been a coro
o R L ook oo oo challengo in the logacy sotting. Often, a critcal step in the.
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Mobile Campaign Project wssersnsees
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Large scale analytics

Data volumes too large to even scan once

How to deal with this?
Spend more time
Concurrency
Reduce data size
Read less data
Do less work
Waste less time doing work

78
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Large scale analytics
Columnar databases
In-memory databases
Intermediate results
Graph “databases”
Sketching and sampling
79
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Visualization

How to think about and approach visualization
Modern visualization tools
How to scale visualizations
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Module 2: Storage at Scale

- Two key reasons for distributed systems:
Scaling: system capacity grows proportionally with # of machines.
Fault tolerance: being able to continue operation despite failures,
which can happen constantly in a large system.
* Butachieving scale and fault tolerance (at scale) is hard.
Consistency, coherence, semantics are one challenge.
Fault tolerance requires coordination, which limits scalability.
¢ The second model will teach key techniques and protocols
for scaling and fault tolerance, with a particular focus on
one system: Google’s Spanner storage system.

Module 3: Processing at Scale

Computation on huge amount of data is not a luxury — it is a necessity!

Imagine Facebook logs for logins. FB wants to compute how many people
are logging in from which continents for each hour.

How to compute?
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What’s the big deal?

+ How bigis the data?

* Huge data — the data file does notfitinto single server’s
disks...how do you compute if data does not even fitinto
server’s storage!

« Data is on multiple servers — on a cluster of servers. So
how do you compute and where do you compute what?

+ How do we compute the final results?

« Who takes care of some machine or computing failure?

» How do you automate such computations spread across
machines?

Computing Models for Big Data

We will learn two computing paradigm for big data on acluster of machines

Batch processing with Map Reduce
I. Idea isto divideand conquer thetask— computepartial resultson smaller
chunks ofdataand then mergethepartial results to computefinal result
2. Movecomputingtaskto wheredatais

. Real-time processing with Spark
e Map Reduceis great but too slow dueto lot ofdiskbased operations
e Sparkcomputes with in-memory data

Divide and Conquer

oricy | Partition

/1\ .
———

~ | |

[ “Result” ] Combine
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So what is Hadoop/Map Reduce

Hadoop/Map Reduce is a computing system on a duster ofmachines that provide
at the minimum the following

. Storageacross a cluster of machines (HDFS)
. A computation model to divide-conquer a task (map-reduce)

. A runtimeto enablemap-reducestyle of computtion
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Why MapReduce not efficient for iterative
computations?

MapReduceis an excellent computingmode that scales for log processing type of
computations describedearlier.

+ Whatabout iterativemodels that use the same data again and again?

Every operation is o readand write o disk. So every iteration requires reading and writing
o disk. Too many disk based operations for iterative computing.

- Many machine learning based compumtions are iterative in natre.

. So what is thesolutions? Canthedatabesomehow keptin memory untilalithe
operations on it completes...

. Spark Model:Resilient Distributed Datasets (RDD)
- Recent computing model that is 100 faster and more suitable for iterative and real-ime

analytics

We will learn how to write real-ime analytics using Spark and Spark Streams.
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